A New Motion Model Selection Approach for Multi-Model Particle Filters
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Abstract. One of the important factors in real-time tracking of the moving radar targets is the speed of the algorithm. In the multi-model particle filters (MMPFs) which is frequently preferred tracking of such targets, the numbers of particles and motion models are important parameters determining the speed of the filter. Reducing the number of particles and/or the model transitions processes as much as possible will facilitate real-time tracking of moving targets by accelerating the algorithm. In this study, for reducing the time cost of the MMPF, a new approach called weighted statistical model selection (WSMS) which reduces the number of model estimation calculations is proposed. A new basic MMPF algorithm that allows the use of the WSMS approach is also constituted. In order to evaluate the success of the WSMS; the MMPFs integrated with the WSMS, are simulated for different noise variances, particle numbers, and scenarios. The simulation results are compared based on processing time and prediction error criterions. The results demonstrate that the WSMS approach increases the speed of the algorithm by reducing the processing time at high rates without any change in the prediction error and, thus it can be used in real-time tracking of the moving targets.
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1. Introduction

The radar systems have different infrastructures and a wide range of applications that focus on the target detecting, positioning, tracking, etc. \cite{1–3}. Therefore, the approaches used in the development of these systems are quite varied. In this context, tracking of moving targets is one of the important issues based on the estimation of the target location by using noise-based measurements. The possible maneuver of the target is tried to be estimated by using a system (motion) model and the measured values from the target. In the maneuvering target tracking problem that includes a nonlinear structure, the Kalman Filter (KF) which tries to resolve the problem by linearizing it, and the improved versions of this filter have been frequently used approaches \cite{4–6}. Since the estimation performance of KF is weak for the nonlinear systems having non-Gaussian distribution, the use of particle filters (PFs), which is also known as the Monte Carlo (MC) filter approach, has come into prominence in the solution of these problems. In PF, nonlinear structures in the kinematic variables of the system and/or measurements can be better estimated by using the samples (particles) from the state space \cite{7–10}.

For tracking a moving target, it is very important to identify all possible maneuvers of the target. However, there is no single model representing all possible movements of a maneuvering target. In this case, multiple model-based approaches offering different models for each maneuver are used. Multi-model particle filters (MMPFs) are frequently used for this purpose \cite{11–14}. The working principle of the MMPFs is generally to run all particles of the PF for each step in each model. However, this procedure reduces the algorithm speed by increasing the computational cost of the processing unit. For real-time tracking of targets, it is important that the algorithm is fast. Reducing the number of particles and/or models used in the estimation plays an active role in increasing speed.

In recent years, there have been several studies trying to reduce the complexity of the processor or to increase the processing speed of MMPFs. Yang and Zhao added the probabilistic data relationship structure to the MMPF to overcome the measurement-related uncertainty and the increment in the process complexity \cite{15}. The proposed approach is compared to a traditional PF for very low noise intensities (0.0001, 0.001 and 0.005) and 2000 particles. According to their results, the error performance of the proposed algorithm is better within all noises and, the processing time is halved for 0.005 noise level. Another PF is developed by adding a gray estimation algorithm to standard PF \cite{16}. This algorithm does not require a model approach and predicts the system state based on past measurements. The results of simulation given for 1000 particles showed that the error performance of the proposed PF is approximately similar to that of MMPF and it uses about 10% less time than MMPF. Hong et al. proposed a MMPF structure consisting of a statistical model for maneuvering...
motion [17]. It is stated that, for the 0.01 noise level and 1000 particles, the presented algorithm has similar error to traditional MMPF and lower processing time at resampling step. In another study, a novel MMPF based on composite sampling is presented [18]. The results of this study showed that the processing time performance of the proposed filter is similar to the single model PF.

In this study, a new model determination approach called the weighted statistical model selection (WSMS) algorithm is proposed for MMPFs. The proposed method determines the motion model to be used in the next estimation step by using the statistical information obtained from previous model estimates. In this approach, the model calculation process is made for a specified model instead of all models so the processing time of MMPFs can be effectively reduced. In the simulations, three MMPFs are tested on various conditions. The WSMS is integrated into two of these filters. The results are interpreted based on performance criterions.

2. Particle Filter

The PF is used for estimation of posterior density function for target state in non-linear and non-Gaussian filter problems. By using the sequential MC estimation method in the PFs, it is tried to determine the posterior distribution using a large number of weighted particles that are samples taken from the state space. The particles are weighted according to the dynamics of the target and, the observation values is as in (4). Here, \( w_k \) is the weight of particle, \( x_k \) is the particle position, \( z_k \) is the observation value and the \( \delta \) indicates the Dirac function.

\[
p(x_k | z_{1:k}) \equiv \sum_{m=1}^{M} w_k^{(m)} \delta(x_k - x_k^{(m)}) \tag{4}
\]

There are three basic steps in the PF: Formation of particles (initialization), weighting (calculation/updating and standardization) and resampling.

Formation of particles: The process of forming particles is made by using the importance density function \( q \) (5). Here, \( x \) and \( z \) represent state and observation values, respectively, and \( m \) is the number of particles at the \( k \) state

\[
x_k^{(m)} \equiv q(x_k | x_{k-1}^{(m)}, z_{1:k}). \tag{5}
\]

Weighting: The calculation and standardization of the weights are made by importance sampling (6) that allows Bayesian filtering with the MC method. The distribution parameters are estimated by using the randomly selected particles of the posterior distribution [8, 9, 19]. The normalization is made by (7)

\[
w_k^{(m)} \equiv \frac{p(x_k^{(m)} | z_{1:k})}{q(x_k^{(m)} | z_{1:k})}, \tag{6}
\]

\[
w_k^{(m)} = \frac{w_k^{(m)}}{\sum_{i=1}^{M} w_i^{(m)}}. \tag{7}
\]

Resampling: Over time, the weights of selected particles increase and the others’ weights approach to zero. In this case, the representation of the posterior distribution with a small sample set reduces the estimation accuracy. To prevent this situation named deterioration phenomenon, resampling is done. In resampling, the low weighted particles are discarded from the sample set, and high weighted samples are duplicated in resampling. This process causes sample impoverishment problem and it can be prevented by adding noise samples that have small variance Gaussian distribution to new samples [8], [19]. The most commonly used resampling methods are systematic and sequential importance resampling (SIR). In this study, because of easy application, SIR method is used [20–22].

3. The Motion Models

In order to be able to follow the moving target in the best way, it is necessary to model the target movement and to obtain maximum information from the observations. The problem of moving target tracking is defined by the state-space model consisting of two parts: the motion model (8) and the observation model (9) [20]

\[
x_{k+1} = F_k x_k + G_k^u u_k + G_k w_{nk}, \tag{8}
\]

\[
z_k = H_k x_k + v_k. \tag{9}
\]

In (8), \( F_k \) is state transition matrix, \( x_k \) is state (prediction) vector, \( G_k^u \) is control input matrix, \( u_k \) is control input vector, the \( w_{nk} \) is process noise, and the \( G_k \) is process noise
matrix. In (9), \( H_t \) refers to the observation matrix, \( x_k \) is the state vector, and \( v_t \) is the observation noise. The movement of the target can be expressed by various models. The models used in this study are explained below.

Constant velocity (CV): This model indicates that the target moves at a constant velocity on a straight line (10). \( F_t \) and \( G_t \) matrices are given by (11) and (12), respectively. \( \Delta t \) is the difference between the time \( t_{(k+1)} \) and \( t_k \) [23].

\[
x_{k+1} = F_k x_k + G_k w_{n_k},
\]

\[
F_k = \begin{bmatrix} 1 & 0 & \Delta t & 0 \\ 0 & 1 & 0 & \Delta t \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},
\]

\[
G_k = \begin{bmatrix} \Delta t^2 /2 & 0 \\ 0 & \Delta t^2 /2 \\ \Delta t & 0 \\ 0 & \Delta t \end{bmatrix} = (\Delta t^2 /2) \cdot I + \Delta t \cdot I.
\]

Constant acceleration (CA): In this model (13), the target moves with a constant acceleration and the acceleration change is expressed by noise [20]. \( F_k \) is given by (14).

\[
x_{k+1} = F_k x_k + w_{n_k},
\]

\[
F_k = \begin{bmatrix} 1 & \Delta t & \Delta t^2 /2 \\ 0 & 1 & \Delta t \\ 0 & 0 & 1 \end{bmatrix}.
\]

Coordinated turn (CT): In CT model (15), the target is assumed to move with constant speed, constant altitude and constant angular rotation ratio (\( \omega \)) [20], [23]. The state transition matrix is given by (16).

\[
x_{k+1} = F_k(\omega) x_k + w_{n_k},
\]

\[
F_k(\omega) = \begin{bmatrix} 1 & \sin(\omega t)/\omega & -[1 - \cos(\omega t)]/\omega \\ \cos(\omega t) & 0 & -\sin(\omega t) \\ 0 & 1 - \cos(\omega t) & \sin(\omega t)/\omega \\ 0 & \sin(\omega t) & \cos(\omega t) \end{bmatrix}.
\]

4. Multi Model Particle Filter

All possible maneuvers of the target should be introduced to the MMPF for correct tracking. The MMPF works by calculating all models introduced to the system for the \( k \) step and predicting the target state for the \( k + 1 \) step. In this study, three MMPFs are evaluated to reveal the performance of the WSMS approach. The common feature of these MMPFs is that the calculations are made for all models (X model) and \( N \) particles (for each model) at each step. For this reason, \( X \times N \) particles exist in the system during the calculation phase. After calculation, the number of particles is reduced back to \( N \) for the next step.

Algorithm 1 (A1): According to A1, \( X \times N \) particles at each step are weighted according to their fitness and Markov transition possibilities. In the resampling step, particles are selected according to their weight to reduce the number of particles to \( N \) again. A1 does not include a model prediction step, and with this feature, it carries the basic characteristics of a traditional MMPF [14].

Algorithm 2 (A2): In A2, \( N \) particles generated for each model propagate separately through all models for each step. At the importance step, particles are weighted and resampling is applied. Target’s location is predicted with division of the sum of all models estimations by the sum of particle weights which are obtained by resampling. Thus, A2 does not need model transition probabilities for determining the model and has a better processing time performance when compared to a traditional MMPF [17].

Algorithm 3 (A3): A3 is proposed in this study and has a simple approach. A3 uses the structure of A2 up to the prediction step. The prediction errors obtained for each model at the previous step are evaluated for model selection at the current step. A3 selects the model that has the least prediction error at the previous step. When the prediction process is started, the system has total \( X \times N \) particles and \( N \) prediction values belonging to the target location. In order to determine which of the \( N \) predictions is correct, the amount of error between the prediction and the observation values at \( t - 1 \) is examined. Based on the assumption that the movement will be more likely to continue with the model that has the least error, this model is used at time \( t \). The Pseudo code for A3 can be summarized as follow:

\[
i = 1:N
\]

\[
j = 1:X
\]

- Draw the particles from impotence density function: \( x_i^{(j)} \equiv q(x_i^{(j)}, | x_{i-1}^{(j)}, y_{1:t}^{(j)} \rangle \)
- Update the weights of particles:
\[
w_{t(i,j)}^{(j)} \equiv \frac{p(y_t^{(j)} | x_i^{(j)}, y_{1:t-1}^{(j)})}{q(x_{i-1}^{(j)} | x_{i-1}^{(j)}, y_{1:t-1}^{(j)})} w_{t-1(i,j)}^{(j)}
\]
- Normalize the \( X \times N \) particles’ weights:
\[
w_{t(i,j)} = \frac{w_{t(i,j)}^{(j)}}{\sum_{i=1}^{M} w_{t(i,j)}^{(j)}}
\]
- Resample the particles with SIR
- Take the observation value (angle and distance information from x and y coordinates) from the estimated value obtained for each model:
\[
\theta = \tan^{-1}(x/y), R = \sqrt{x^2 + y^2}
\]
- Calculate the error rates at time \( t - 1 \) for each model
- Choose the model with the lowest error rate for \( t \)
5. Proposed Model Selection Approach

In the MMPFs, which are frequently preferred in real-time target tracking, decreasing the processing time is an important issue. It is necessary to keep the number of particles and/or the prediction operations at the optimum. In this study, the weighted statistical model selection (WSMS) algorithm aimed to perform the model estimation process with the least operation is presented. The WSMS algorithm chooses the most appropriate motion model for the target in each step and reduces the processing time by calculation for only selected model instead of all models. We are starting from the fact that the target, which starts to act following a motion model, must continue its movement with the same model during a period of time to complete its movement. From this point of view, the possibility of continuing the last motion model of the target will be high. The previous movement dynamics of the target are evaluated statistically and included in the probabilistic evaluation for predicting the next motion model. For model selection, the error values are must be under the threshold value which is dynamically set at each time step. Considering that there are $X$ models and $N$ particles (for each model) in the MMPF, the total number of operations is $X \times N$. The number of operations can be reduced to $N$ with WSMS. This makes the MMPF faster up to $X$ times. The WSMS algorithm includes the following steps:

1. A window $P$ is created and an error threshold is assigned. The minimum length of $P$ is as the number of models defined in the system.

2. The PF is operated as much as the number of models ($X$ times).
   a) All models are calculated in each time step.
   b) The model has the least error at $t - 1$ is used at $t$.
   c) The information about the selected model for each step is stored in the $P$ window created in point 1.

3. When the first $X$ time step is completed, the WSMS algorithm starts to work from step $X + 1$, where weighting and statistical information are used together for the model selection.
   a) The probabilities of the models are determined by considering the number of usages in the $P$.
   b) The weights of the models within the $P$ are assigned by decreasing so that the last selected model has the largest weight.
   c) The weights and the probabilities of the models are multiplied and the multiplication results are summed for each model.
   d) The model with the largest total value is selected and the calculation is made for only this model at the next step.

4. The information about the selected model is saved at the $P$ and the target position is estimated by using this model.

5. The error between the actual observation and the estimated values is calculated for the current step.

6. The size of $P$ and threshold are updated.

7. The error value is compared to the threshold.

8. As a result of this comparison;
   a) If the error value is smaller than the threshold, the algorithm goes to 3a).
   b) If the error value is higher than the threshold, the calculation for the next step is done for all models. The model that has the least error is selected and stored to the $P$ window. The algorithm goes to 2a).

In the WSMS algorithm, if the threshold is greater than the current error, then the threshold is updated with current error value for the next step. If the threshold is less than the current error, then the same threshold value is used in the next step. So, the threshold is always equated to the smallest error value obtained from operations. In this case, after a while, the current error values will always be higher than the threshold; therefore, the WSMS algorithm will lose its function and all motion models will need to be calculated for all remaining steps. To avoid this situation, it is necessary to prevent the threshold dropping below a certain value, an inferior threshold is used. The too-small inferior threshold will cause the proposed approach to lose its effectiveness, and the large values will lead to decreasing in model estimation accuracy. Therefore, it is appropriate to determine the inferior threshold with an intuitive approach; it is recommended to select between 0.05 and 0.1. In the case of an interruption in the target tracking in some way, the PF cannot correctly weight the particles. In this condition, according to the proposed algorithm, because the error value will be higher than the threshold, all models need to be calculated for the next step.

The WSMS works based on the statistics of the usage of models selected in previous steps. In order to obtain a statistic, the algorithm needs to work for several times. Initially, it is suggested that the window size should be at least equal to the number of models. The initial window size does not affect the processing speed of the algorithm because WSMS is activated after the algorithm runs up to the number of models and, the window size begins to be updated. So, the initial window size will already change after a few steps. However, the initial window size affects the new window size at updating step. The window size is also updated according to the comparison between the threshold and the observed error. If the current error is smaller than the threshold, then the window is enlarged as much as "current window size/number of models", if not, then the window is reduced at the same rate. Since the window size is used to determining model probabilities, it should not be forgotten that the large selections can lead to incorrect model estimation especially for dynamic routes.

An example of the WSMS operation is given below. For a stored window with $P = 10$ elements, $W_p$ refers to model weights ($W_p > W_2 > W_3 > W_4 > W_5$), and $M_i$ refers to model type ($i$: model number). The selected models and the weights assigned by decreasing from the last to the first, are given at the first and second rows of Tab. 1, respectively.

At first, the model probabilities ($M_p$) in the window are calculated. Here, the probability of $M_2$ is 0.4, the proba-
Tab. 1. Model weighting.

<table>
<thead>
<tr>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_2$</th>
<th>$M_1$</th>
<th>$M_3$</th>
<th>$M_1$</th>
<th>$M_3$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_P$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>$P_M$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$WMP$</td>
<td>0.4</td>
<td>0.8</td>
<td>1.2</td>
<td>1.6</td>
<td>1.5</td>
<td>1.8</td>
<td>2.1</td>
<td>2.4</td>
</tr>
</tbody>
</table>

The model probability for $M_1$ and $M_3$ is 0.3 (Tab. 1, 3rd line). The weighted model probabilities ($WMP$) are obtained by multiplying the weights and the probabilities (Tab. 1, last line). For each model, these values are summed and the total weighted model probabilities are found as 5.4, 4 and 8.1 for $M_1$, $M_2$ and $M_3$, respectively. In this case, the WSMS will select $M_3$ which has the largest total probability for the next step. Thus, instead of calculating all models at the next step, only calculation of $M_3$ will be sufficient.

6. Implementation and Results

The noise in target tracking is the most important factor increasing the amount of error. Increasing the number of particles reduces the amount of error, but increases the processing time. The effects of MMPFs and WSMS approach, on the target tracking accuracy and the processing speed, are investigated for four noise levels and several particle numbers. The WSMS is integrated to two MMPFs (A2 and A3) as a model selection method. Since the structure of A1 has not model the prediction step, the WSMS cannot be integrated into A1. The simulations are performed on three scenarios (S1, S2 and S3) by using 100 MC runs for 2D tracking. S3 is more difficult and dynamic than the others. S2 and S3 have four motion models although S1 has three. The performances of MMPFs are evaluated according to the root mean square error (RMSE) and processing time. The RMSE for each simulation is given by averaging the RMSE values obtained from each MC run. In the simulations, the initial window size is set to 10 for the first two steps and the threshold is set to 0.07 for the first (number of models) steps. After these steps, the window size and error threshold are dynamically updated. The other simulation parameters for all scenarios are as follows:

- Sampling interval: 1 s.
- Total number of steps: 100.
- The noise variance: $\sigma^2 = 0.01, 0.1, 0.15$ and 0.2.
- Number of particles: 1000, 3000, 5000 and 7000.
- Models: Combination of CV, CA and CT models.
- Observer (S1, S2, S3): (–6, 12), (4, 10), (–3, 16).
- Target maneuver area (km²) (S1, S2, S3): 196, 116, 665.

6.1 The Results of Simulations

Simulations are realized for five algorithms (A1, A2, A3, A2+WSMS, A3+WSMS). The tracking results from one simulation with 100 MC runs ($\sigma^2 = 0.15$ and 5000 parti-
In the processing time comparisons for A2 and A3+WSMS, for all particle numbers, WSMS provided an increment in the processing speed performance by 19% (S1: 24%, S2: 24%), on average.

When A2+WSMS and A3+WSMS are compared for all cases, A3+WSMS has a performance increment of 0.11% (S1: 0.2%, S2: 1%) in the RMSE and 7% (S1: 1%, S2: 3%) in the processing time, on average. It is seen that these two algorithms produce similar results and A3+WSMS works slightly better than A2+WSMS.

When the results in Tab. 2 are evaluated graphically, the effect of WSMS on A2 and A3 can be better seen. The graphics do not include A1 because it has the worst values for both performances. The RMSEs and processing times for all particle numbers at the noise level \( \sigma^2 = 0.15 \) are given in Fig. 3(a) and (b), respectively. Referring to Fig. 3(a), it is seen that A3+WSMS has the least error in all particles except 1000. With the WSMS, the RMSE performance of A3 improved by about 2%, but there is no significant change for A2 (0.16% increment only). A2 and A3 exhibit similar performances in RMSE, whereas A3+WSMS is 2% better than A2+WSMS. WSMS decreases the processing time by approximately 12%, 10%, 13% and 12% in A2, and 15%, 8%, 10% and 10% in A3 for 1000, 3000, 5000 and 7000 particles, respectively (Fig. 3(b)).

Figures 4(a) and (b) show the RMSEs at all noise levels for 1000 and 7000 particles, respectively. By integrating the WSMS, the RMSEs for 1000 particles are increased.
Fig. 3. Prediction error (a) and processing time (b) values for all particle numbers at noise level of $\sigma^2 = 0.15$.

Fig. 4. RMSEs for all noise levels a) $N = 1000$, b) $N = 7000$.

Fig. 5. Processing times for all noise levels a) $N = 1000$, b) $N = 7000$.

by 4% in A2 and 0.5% in A3, on average (Fig. 4(a)). For 7000 particles, with the WSMS, the RMSE performance increased by 0.5% in A2, and decreased by 0.7% in A3, on average (Fig. 4(b)). As a result, the WSMS has no negative effect on the RMSE.

The processing times at all noise levels for the 1000 and 7000 particles are also given in Fig. 5(a) and (b), respectively. For both particle numbers, the WSMS increases the processing time performances of A2 and A3. With WSMS integration, for 1000 particles, processing times decrease by 20%, 5%, 12%, 7% in A2, and 21%, 9%, 15%, 8% in A3 for the noise levels of 0.01, 0.1, 0.15, 0.2, respectively (Fig. 5(a)). For 7000 particles, WSMS decreases processing times as rates of 26%, 9%, 12% and 4% in A2, and 26%, 38%, 10% and 11% in A3, for the noise variances of 0.01, 0.1, 0.15, 0.2, respectively (Fig. 5(b)). According to these results, WSMS provides significant performance improvement in processing time.

7. Discussion and Conclusion

In this study, a new motion model selection approach (WSMS), which is developed to use in the model prediction step of MMPFs, is proposed. The WSMS proceeds by selecting the most suitable model by weighting the model probabilities on a window. The calculation is only made for the selected model instead of all models in the system. Thus, the processing time is reduced by decreasing the time-consuming cost.

Looking at the results, it is seen that A1 is quite weak against noise when compared to others algorithms. In terms of processing time, the performance of A1 is the lowest in all cases. A2 and A3 demonstrated similar performances. The results show that, the WSMS is successful in reducing processing time. In A2, the WSMS decreased the processing time by up to rates of 44%, 41%, 27%, for S1, S2, S3, respectively. The using of A3 with WSMS significantly improved the processing time performance by up to rates of 51%, 45%, 38%, for S1, S2, S3, respectively. Furthermore, WSMS has no significant effect on the prediction error. As a result, A3+WSMS gives better results than A2+WSMS for time performance.

In point of the scenarios, the results obtained from S1 and S2 are similar in most cases. The results of S3 are slightly worse than those of others. Although the number of models in S2 and S3 is the same, the results of S2 are slightly better than those of S3. This situation can be interpreted that the performance of the proposed algorithm depends on the dynamic of the target motion being monitored (scenario). This also applies to all target tracking filters. It is a common result that the performance of the filter reduces as the scenario becomes difficult. In dynamic scenarios, RMSE can often fall below the threshold and, in this case, the proposed algorithm will calculate all models,
so that, the speed of the algorithm may decrease as the number of models increases. In this study, the results obtained for a challenging scenario are quite successful. As a result, the WSMS algorithm, whose activity is clearly seen on the processing time, is available in real-time tracking of moving targets.
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