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ÖZET 

 

ERTUĞRUL ATILKAN 

Yapay Sinir Ağı Kullanılarak Çentikli Düzlemsel Kare Monopol Anten Tasarımı  

Başkent Üniversitesi Fen Bilimleri Enstitüsü 

Elektrik-Elektronik Mühendisliği Anabilim Dalı 

2022 

 

Bu çalışmada, çok katmanlı algılayıcı (MLP) modeline dayalı yapay sinir ağı, metal plaka 

çentikleri oyulmuş kare monopol antenin tasarımı için uygulanmıştır. Sinir ağını eğitmek için 

kullanılan Lavenberg-Marquardt (LM), ölçekli eşlenik gradyan (SCG), bayesian 

düzenlileştirme (BR) olan geri yayılım algoritmaları kullanılmıştır. Algoritmaların çıktıları 

elektromanyetik (EM) analiz programına aktarılarak simülasyon sonuçları karşılaştırılmıştır. 

Doğruluk, EM simülasyonları ve sinir ağı çıktısı arasındaki korelasyon ile hesaplanmıştır. Sinir 

ağını eğitmek için veri seti, bilgisayar destekli tasarım (CAD) yazılımları vasıtasıyla 

gerçekleştirilen anten benzetimleri ile oluşturulmuştur. Veri seti, L-bandı ve S-bandının frekans 

spektrumunun kritik tasarım parametrelerini yakalamak için oluşturulmuştur. Buna rağmen 

oluşturulan yapay sinir ağı bu bantların dışında da, doğruluğu EM simülasyon sonucu ile 

uyumlu anten tasarımları gerçekleştirebilmektedir. Sunulan sonuçlar, sinir ağının arzu edilen 

S-parametrelerine uygun anten tasarım gerçekleştirebildiğini göstermiştir. Ayrıca yapay sinir 

ağı antenin fiziksel tasarım parametrelerini antenin S-parametreleri üzerindeki etkilerini de 

kestirmektedir. 

 

ANAHTAR KELİMELER: Lavenberg-Marquardt (LM), ölçekli eşlenik gradyan (SCG), 

bayesian düzenlileştirme (BR), ANN, çok katmanlı algılayıcı (MLP), Çentikli Düzlemsel Kare 

Monopol Anten 
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ABSTRACT 

 

ERTUĞRUL ATILKAN 

Notched Planar Square Monopole Antenna Design by Using Artificial Neural Network 

Başkent University Institute of Science 

Department of Electrical and Electronics Engineering 

2022 

 

In this paper, artificial neural network based on multilayer perceptron (MLP) model is applied 

to the metal-plate notches are carved into the square monopole antenna. Backpropagation 

algorithms that are Levenberg-Marquardt (LM), scaled conjugate gradient (SCG), Bayesian 

regularization (BR) used to train the neural network. The outputs of the algorithms were 

transferred to the electro-magnetic (EM) analysis program and the simulation results are 

compared. The accuracy is calculated by correlation between EM simulations and neural 

network output. In order to train the neural network, dataset is created by parametric analysis 

of the antenna design parameters in computer-aided design (CAD). Although the dataset is 

generated to capture critical design parameters of frequency spectrum of L-band and S-band, 

the out of band performance has a good agreement with the EM simulation result. The results 

presented indicate that the neural network can predict antenna design parameters by using S-

parameters and effects of the design parameters of the antenna on the S-parameters. 

 

KEYWORDS: Levenberg-Marquardt (LM), scaled conjugate gradient (SCG), Bayesian 

regularization (BR), ANN, multilayer perceptron (MLP), Notched Planar Square Monopole 

Antenna   
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1. Introduction 

 

 In order to reducing design process, synthesis and modeling of the antenna have 

become more important. There are many methods to analyze and synthesize the antenna such 

as finite-difference time-domain (FDTD) [1,2], finite elements (FE) [3], method of moments 

(MoM), genetic algorithms [4,5], and artificial neural network (ANN) [6-9]. The narrowband 

antennas’ resonant frequency can be found accurately by computing antenna design formulas 

[6]. However, wideband antennas have a difficulty in determining resonant frequency. 

Several attempts tried to model broadband antennas such as Foster Equivalent Circuit Model 

(FECM) [10,11] and ANN [12-13]. In literature, ANN is applied to predicting the slot size 

on the radiating patch [12], circular microstrip antenna [7], equilateral triangular microstrip 

antenna [6].  

 Planar metal-plate monopole antennas are used to compete with these demands 

because those antennas are good at distributing omnidirectional pattern and broadband 

impedance matching [14-15]. Since having a basic shape, square monopole antennas have 

fewer antenna design variables compared to other types of planar monopole antennas. Square 

monopole antennas draw attention to enhance its bandwidth and radiation pattern. The 

square planar monopole antenna's impedance bandwidth has been improved through a 

number of experiments, including the use of a double feed [16], a semi-circular base [17], a 

beveling technique [18], a shorting pin [19], notches carved into the radiator [20]. The S 

band and L band have a frequency spectrum around 1.1 GHz to 4 GHz. This frequency 

spectrum is useful for telemetry applications, direction finding (DF), distance measuring 

system. Global positioning system is also important application. Mobile communication 

applications a such as DCS (1710–1880 MHz), PCS (1850–1990 MHz), DECT (1880–1900 

MHz), PHS (1895–1920 MHz), IMT-2000 (1885– 2025MHz), UMTS (1920–2170 MHz), 

and WLAN (2400–2485 MHz) [21] are growing. In this work ANN is applied to notched 

planar metal-plate monopole antenna due to the antenna having so far been frequency tuned 

by optimizing. The number of parameters used to calculate the antenna's resonant 

frequencies grows as the number of notches carved into the radiating element increases 

because optimizing the antenna in computer-aided design (CAD) takes too much time. It 

was deemed necessary to create a mathematical and equivalent model for the proposed 

antenna. The suggested antenna model makes frequency adjustment via slots on the radiating 

metal-plate monopole. The analysis challenge in microstrip patch antenna that is modeled 
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by ANN can be described as determining the resonance frequency for a given dielectric 

material and geometric structure [13] whereas in this work, the corresponding ANN model 

focuses on determining antenna dimensions as a function of resonant frequency and 

bandwidth. In this thesis, ANN training algorithms, Levenberg-Marquardt (LM), scaled 

conjugate gradient (SCG), and Bayesian regularization (BR) algorithms are employed to the 

proposed antennas in L-band and S-band. The algorithm’s accuracy performance is 

compared at in-band and out-of-band. The results have a good agreement between EM 

simulations and predicted ANN output. 
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2. Planar Square Monopole Antenna 

 

 G. Dubost and S. Zisler initially described the planar monopole antenna in 1976 [2]. 

It is achieved by substituting a traditional wire monopole with a planar monopole, which is 

positioned above a ground plane and typically supplied with a coaxial probe [1]. The square 

planar monopole antenna has the simplest geometry of all the planar monopole antennas, 

and its radiation pattern is less damaged within the impedance bandwidth. Because the planar 

monopole only has a 2:1 impedance bandwidth ratio, these favorable characteristics draw 

many investigations, mostly on bandwidth improvement. The impedance matching can be 

affected by the antenna geometry, the feed gap, the position of feed, and the geometric form 

of the monopole's feed side. Square planar monopole antennas are straightforward to make 

from a single metal plate and have a basic shape. However, among the different forms of 

planar monopole antennas, the square planar monopole antenna has the disadvantage of 

having a lower impedance bandwidth [3, 4]. Square monopole antenna is shown below as 

Figure 2.1.  

 

Figure 2. 1 Square Monopole Antenna 

 The impedance bandwidth of the square planar monopole antenna has been improved 

using a number of bandwidth augmentation techniques, including the use of a double feed 

[2], a semi-circular base [5], a beveling technique [6], a shorting pin [7], trapezoidal 

monopole antenna[23], square monopole antenna[24], circular disc monopole antenna[24], 

Planar inverted cone antenna[25], leaf shaped planar inverted cone antenna[26]. Figure 
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2.2,3,4,5,6 show some of these antenna geometries and their bandwidth. The bandwidth 

ratios of these monopole antennas can reach 22.8:1. Figure 2.1 shows vertical trapezoidal 

monopole antenna. The antenna consists of a trapezoidal radiator above a ground plane. The 

pattern will be significantly impacted by the size of the ground plane, particularly in the 

azimuthal plane. The antenna can be excited with a coaxial cable through a surface-mount 

SMA (Subminiature version A) connector. 

 

Figure 2. 2 Vertical trapezoidal monopole antenna 

 Figure 2.3 shows square monopole antenna with trident-shaped feed. The antenna 

consists of a rectangular monopole antenna with trident-shaped feed radiator above a ground 

plane. The size of the rectangular monopole is determined by the lowest operating frequency.  

 

Figure 2. 3 Square monopole antenna with trident-shaped feed 

 

 Figure 2.4 shows circular disc monopole antenna. The antenna comprises of a ground 

plane and a circular disc radiator. A fundamental monopole's wire is switched out for a 

circular conducting disk, creating a circular disk monopole with an exceptional impedance 

bandwidth of 1:8 [14]. 
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Figure 2. 4 Circular disc monopole antenna 

 Figure 2.5 shows planar inverted cone antenna. The antenna consists of inverted cone 

radiator above a ground plane. The size of the planar inverted cone antenna is determined by 

the lowest operating frequency.  

 

Figure 2. 5 Planar inverted cone antenna 

 An inverted cone antenna with a leaf shape is depicted in Figure 2.6. A ground plane 

is above an inverted cone radiator that serves as the antenna. The radiator of a leaf-shaped 

planar inverted cone antenna includes holes, which is the only distinction between it and a 

regular planar inverted cone antenna. 
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Figure 2. 6 Leaf shaped planar inverted cone antenna 

 Four more holes enable a very wide ohmic resistance information measure of 

bandwidth while reducing the overall size of the antenna. These antennas are placed on top 

of a ground plane and are primarily flat with an oval shape and an inverted top construction. 

The structure has four holes that are part of the diverging construction. These antenna types 

can be designed along a certain frequency band. Due to this situation, the bandwidth remains 

narrow. In addition, it does not perform well in impedance matching. This causes low 

antenna gain. Notched metal-plate square monopole antenna gets ahead of other antennas 

due to its easy fabrication and easy impedance matching. Comparing this type of antenna to 

other planar monopole antennas, it is preferable for constructing a monopole antenna with a 

wider band and higher gain. Moreover, notched metal-plate square monopole antenna is low 

profile and low volume compared to other types of monopole antenna. 

 

2.1. Design of Notched Metal-Plate Square Monopole Antenna  

 Figure 3.1 shows the proposed Notched Planar Square Monopole's geometry. The 

radiating element, ground plane, and SMA connector are the three components that make up 

the antenna model. A planar square monopole serves as the radiating component. In this 

example, the planar square monopole is connected to a SMA connector and is located above 

a ground plane [22]. The planar square monopole antenna is manufactured from brass 

thickness of 0.5mm to solder it to SMA connector easily. The ground plane is manufactured 

from aluminum which has a square shape dimension of S. The radiating element has three 

design parameters: length of the antenna (LM), length of the notch (NL) and width of the 

notch (NW). Due to the geometry of square, width of the radiating element is also equal to 

length of the antenna. Notches are carved into radiating element in order to decrease Q value 

resulting with increasing antenna bandwidth [20]. Figure 2.7 shows the general Notched 

Planar Square Monopole Antenna design: 
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Figure 2. 7 The drawing of the proposed antenna model 

 Where WA is the antenna's thickness, W and S are the ground plane's thickness and 

length, respectively, and h is the distance between the antenna and ground plane. Cylindrical 

wire antennas can be used to determine the frequency of square monopole antennas that 

corresponds to the first lower edge of the bandwidth. Here cylindrical antenna should have 

the the height L with equivalent radius, resulting the same are with square monopole antenna 

[27]. For real input impedance, the length of the monopole can be calculated as [34],  

 

 (2.1) 

  Where F can be calculated as, 

 

(2.2) 

The resonant frequency (fr) can be determined as, 

 

(2.3) 

  As can be seen from Figure 3.1, there are three important antenna design parameters. 

In order to use to ANN to predict antenna operating frequency, parametric analyzes were 

carried out. To make it clear, parametric analyzes can be called as monitoring the antenna 

performance on changing the antenna design parameters’ values. For example, when the 

antenna length is 50 mm, it is decided by looking at the S11 value, at which intervals the 

antenna will be simulated. In other words, some trials are done to monetarize antenna design 

parameter’ values are suitable to use them. Simulations are conducted for different values of 

notch length and notch width in order to training dataset. It is done for the notch length and 
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notch width antenna design parameters. Briefly, these antenna design parameters first 

applied to HFSS antenna design which is showed in Figure 2.7. Then, the output of the HFSS 

simulation results manufactured training dataset. operation also done for the create ANN 

training stage that will be explained next chapters. 

 

2.2. Increasing Number of Notches  

 The effect of increasing the number of notches, which is one of the antenna design 

parameters, on the antenna results was investigated. The investigation is done for antenna 

without notch, 1-notch, 2-notch, 3-notch and 4-notch. 1- notch is created from antenna 

without notch by adding a notch on the radiator. This operation is also done for the 2-notch, 

3-notch and 4-notch antennas. The length, notch length and notch width are stayed the same. 

Moreover, distance between the notches is also the same in all designs. The investigation is 

done with monitoring surface current distribution and S11. Surface current distribution in 

antennas is one of the important parameters in the design of the antenna. In previous studies, 

notches were used to reduce the antenna size. It is considered that the current through the 

notch increases the current density due to the capacitive effect. Since the electrical length 

decreases, the current density increases. Thus, the Q value decreased, and the bandwidth 

increased [20]. In Figure 2.8, the antenna without the notch and the antenna with the three 

notches are evaluated in the S11 (dB) graph. Notched antenna surface current results are given 

for antenna without the notch, one notch, two notches and three notches. 

 Antenna designs have been taken care to operate in the same frequency bands, no 

change has been made in antenna length, only the number of notches has been increased. 

Simulation results are given form of surface current distribution and S11 result of the antenna 

obtained without notch. The surface current distribution for the antenna without notches is 

shown in Figure 2.8. 
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Figure 2. 8 Surface current distribution if the notches are not carved 

 One can claim from the Figure 2.8, surface current distribution is extremely low. 

Since there are no notches, the current distributions on the antenna are usually close to the 

sharp ends observed in the regions. Figure 2.9 is used to show the return loss graph of square 

monopole antenna without notch. 
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Figure 2. 9 Return loss graph of the antenna that does not contain notch 

 As can be seen from the Figure 2.9, antenna has a bandwidth of about 1 GHz. The 

results of the antenna design with one notch are given below. Figure 2.10 is used to prove 

that the surface current distribution is increased when the one notch is used. 
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Figure 2. 10 The surface current distribution of the one notch 

 One can claim from the Figure 3.2 and 3.4, the surface current distribution is close 

to each other. Considering the notched antenna at these frequencies, the surface it is expected 

that the current distributions are concentrated in the notch regions. However, the surface 

current concentrated at the excitation area. Figure 3.11 is used to show the return loss graph 

of the 1-Notch square monopole antenna. 

 

Figure 2. 11 The return loss graph of the 1-Notch square monopole antenna 
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 As can be seen from the Figure 2.11, the gained bandwidth is 1.20 GHz. One can 

claim From Figure 2.9 and Figure 2.11, when one notch is used, the bandwidth is increased. 

Figure 2.12 is used to prove that the surface current distribution is increased when the two 

notch is used. 

 

 

Figure 2. 12 The surface current distribution of the two notches 

 

 The current distributions are concentrated in the notch regions as can be seen from 

Figure 2.12. Figure 2.13 is used to show the return loss graph of the 2-Notch square 

monopole antenna. 
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Figure 2. 13 The return loss graph of the 2-Notch square monopole antenna 

 One can claim from the Figure 3.7, the bandwidth is about 1.2 GHz like one notch 

antenna. Also, In addition, one more inference can be made about this situation, When the 

bandwidth does not increase, while adding more notch, the surface current distribution also 

does not increase. 

 The results of the antenna design with three notches are given below. Figure 2.14 is 

used to prove that the surface current distribution is increased when the three notch is used. 

 

 

Figure 2. 14 The surface current distribution of the three notches 

 

 As can be seen from the Figure 2.14, the surface current distribution is showed best 

performance so far. Also, it can be seen from the same figure, Jsurf value is increased 
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compared to 1-notch antenna and without notch antenna. Figure 2.15 is used to show the 

return loss graph of the 3-Notch square monopole antenna. 

 

Figure 2. 15 The return loss graph of the 3-Notch square monopole antenna 

 Figure 2.15 shows that 3 notch antenna has the most wide band antenna so far. Also, 

the surface current distribution is also increased, simultaneously. 

 An antenna with 4 notches is obtained by increasing the number of notches is given 

below. Figure 2.16 is used to prove that the surface current distribution has a limit to 

increased. Because of that, the The antenna results are as follows, 

 

Figure 2. 16 Surface Current Distribution of the 4-Notch 
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 One can state from the Figure 3.10, the surface current distribution is decreased when 

fourth notch is used. Figure 2.17 is used to show the return loss graph of the 4-Notch square 

monopole antenna. 

 

Figure 2. 17 Return loss graph of the 4-Notch square monopole antenna 

 As can be seen from the Figure 2.17, the bandwidth is decreased, when it is compared 

to 3 notch antenna. The 4-notch antenna has a bandwidth around 0.95 GHz. With the increase 

of the number of notches to four, when the results of the S parameter were examined, it was 

observed that the operating frequency decreased and shifted to the left. Also, the bandwidth 

is decreased. The antenna that does not contain a notch, 1-notch, 2- notch, 3- notch, 4- notch 

antenna S11 result shown below Figure 2.18. 
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Figure 2. 18 Comparison of Notched Square Monopole Antenna 

 It can be said that the antenna shows the best performance when it has three notches. 

To make it clear, three notch antenna has more wideband to other antennas. Having a more 

surface current distribution also mean antenna has more efficient than other antennas. 

Because of that, three notch antenna is selected to apply ANN. 

 

2.3. Effects of Antenna Design Parameters on S11  

 In this subsection, it is aimed to reveal how S11(dB) changes by changing the length 

and width of the notches and other parameters on the antenna designed in Figure 2.7. In the 

simulations, the variation of the S11 parameter was observed by considering different 

measurements for each length shown in Figure 2.19. In parametric analyzes, firstly, analyzes 

related to antenna length, which is the most key factor in frequency tuning of the antenna, 

were made. 
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Figure 2. 19 Comparison of Notched Square Monopole Antenna 

 The variation of the "Length" parameter of the antenna shown in Figure 2.19 has 

been observed in how the S11 parameter changes at 33 mm, 39 mm, 42 mm, 52 mm lengths 

with 6 mm intervals. The results of the simulation study are given in the graph in Figure 

2.19. It can be seen from the Figure 2.19, if the length is increase, the frequency is decreased.  

Figure 2.21 and Figure 2.20 is used to show effect of notch width and notch length on 

antenna, respectively. 

 

Figure 2. 20 Effect of Notch Length on S11 
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 The variation of the "Notch Length" parameter of the antenna shown in Figure 3.1 

has been observed in how the S11 parameter changes at 1 mm, 8 mm, 17 mm, 24 mm lengths 

with 7 mm intervals. The results of the simulation study are given in the graph in Figure 

2.21. Also, one can state from Figure 2.20, Notch length can be used to tune the antenna 

operating frequency. It can be seen from the Figure 2.19, if the notch length is increase, the 

frequency is decreased.  Moreover, antenna length is the most important to tune the antenna 

operating frequency.  

 

 

Figure 2. 21 Effect of Notch Width on S11 

  

The variation of the "Notch Width" parameter of the antenna shown in Figure 3.1 has been 

observed in how the S11 parameter changes at 0.25 mm, 0.5 mm, 0.75 mm, 1 mm widths 

with 0.25 mm intervals. The results of the simulation study are given in the graph in Figure 

2.21. One can claim from Figure 3.16, Notch width is significant on antenna matching 

performance, it can be used to have a better return loss value. Notch width is not suitable to 

tune the antenna operating frequency. Only the width of the ground plane (W) is altered in 

this section of the study; all other antenna design parameters remain unchanged. Figure 2.22 

shows the effect of ground plane width on S11. 
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Figure 2. 22 Effect of Ground plane Width on S11 

 It is seen that as W changes, resonant frequency does no change dramatically. This 

section uses a parametric analysis to examine how ground plane length (S) affects resonant 

frequency. Figure 2.23 shows the effect of ground plane length on S11. 

 

 

Figure 2. 23 Effect of Ground Plane Length on S11 

It is seen that as W changes, resonant frequency does no change dramatically. The 

impedance bandwidth of an antenna is also influenced by the radiator thickness. In order to 
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see this effect, WA is increased in 0.5 mm increments from 0.5 to 2.5 mm. Figure 2.24 shows 

effect of thickness of radiator on S11.  

 

Figure 2. 24 Effect of Thickness of Radiator on S11 

 As seen, the best variation is when WA equals to 0.5. The monopole radiator to 

ground plane gap (h) has an impact on the antenna's impedance bandwidth. Only the gap (h) 

is altered in this section of the study. The antenna's other characteristics stay constant. For 

gap lengths of 0.5 mm, 1 mm, 1.5 mm, 2 mm, and 2.8 mm, S11 is presented in Figure 2.25. 

 

 

Figure 2. 25 Effect of the gap (d) between monopole patch and ground plane on S11 
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3. Artificial Neural Network 

 

Artificial neural networks are likened to the human brain. Since these neural networks 

are connected to the central management system, they form a network. That is why it is 

called a neural network [28]. 

 

3.1. Introduction to ANN 

 The advantages of a neural network-based approach over previous approaches 

include adaptive learning, distributed association, non-linear mapping, and the ability to 

manage inaccurate inputs [29].  A neural network model can be trained to respond to 

unknown factors using prior measurement data, according to literature searches [29]. In this 

paper, this specification of ANN is evaluated by unknown variables.  ANN has been 

successfully used to simulate nonlinear systems. Training datasets can sometimes reveal 

patterns that are independent of mathematical models. When similar patterns are observed, 

ANNs return a result with the lowest mean-squared error [30]. The input vector is 

transformed by the ANN into the appropriate output vector. No additional values are needed. 

As a result, ANNs are extremely efficient at simulating nonlinear links without using pre-

existing models [31]. 

 

3.2. ANN Training Algorithms 

 The LM, SCG, and BR feedforward backpropagation algorithms power the suggested 

antenna. Data in feedforward networks moves from input to output in a single direction. The 

algorithmic strategies of ANN in the literature include adaptable momentum (ADP), self-

adaptive learning rate (SLR), resilient backpropagation (RB), conjugate gradient (CG), 

quasi-newton, and Bayesian regularization (BR) [36]. The data processing speed, memory 

footprint, and precise performance of these algorithms are differentiated. By computing the 

root mean square error and simulating data learned in electromagnetic (EM) design programs 

like HFSS, one may determine how well the approach performs. This article compares the 

efficiency of LM, SCG, and BR in terms of MSE and EM result correctness. The 

performance of the ANN is needed. The performance criterion is mean square error that 

calculated as (3.1) [36], 
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𝑀𝑆𝐸 =
1

𝑚1 ∙ 𝑞out 

∑  

𝑚1

𝑚=1

∑  

𝑞out 

𝑘=1

𝑒𝑘
2(𝑚) (3.1) 

 

As seen, for all pattern in the ANN, the error ek
2(m) of the kth neuron in the 

output layer for the mth pattern is calculated. The accuracy of the algorithm is based 

on the correlation between the output obtained by evaluating the antenna parameters 

trained in the EM design program and the neural network output values of the antenna 

parameters that were calculated. The figure shows the three layers of the Perceptron 

Network (MLP), which consists of more than one hidden layer. 

 

Figure 3. 1 Multilayer Perceptron ANN 

 The input quantities, the neurons which are in hidden layer and the output variables 

are denoted as x(n)
(i), h(n)

(k) and y(n)
(i) respectively.  In this study, input layer has two quantities 

to train the neural network whereas the output layer has three antenna design variables. Thus, 

number of the input and the output is independent from each other. Mathematically, the 

neuron named as h(n)
(k) which is in the hidden layer transfers input quantity by multiplying 

weight and bias. The MLP operation can be summarized as [37], 

ℎ𝑖
(1)

 = 𝜙(1) (∑  

𝑗

 𝑤𝑖𝑗
(1)

𝑥𝑗 + 𝑏𝑖
(1)

)

ℎ𝑖
(n)

 = 𝜙(n) (∑  

𝑗

 𝑤𝑖𝑗
(n)

ℎ𝑗
(n−1)

+ 𝑏𝑖
(n)

)

 (3.2) 

𝑦𝑛
(i)

= 𝜙(3) (∑  

𝑗

 𝑤𝑖𝑗
(3)

ℎ𝑗
(2)

+ 𝑏𝑖
(3)

) (3.3) 

 

Where, φ is the nonlinear activation function.  
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3.3.  Description of the Levenberg-Marquardt algorithm 

 The LM algorithm [40] is a change in the Gauss-Newton confidence region [42]. The 

most major step in this calculation is to calculate the Jacobian network. For the neural 

organization mapping problem, the terms within the Jacobian network can be computed by 

adapting a backpropagation algorithm [43]. The Levenberg-Marquardt algorithm can 

approximate the second order preparation rate without needing to calculate the Hessian 

lattice. This approximation can be achieved by using [38]. 

𝐻 = 𝐽𝑇𝐽 (3.4) 

 Also, the gradient can be written as [38]: 

𝑔 = 𝐽𝑇𝑒  (3.5) 

 Where J is the Jacobian matrix and e is vector of network errors. 

 The Levenberg-Marquardt algorithm uses the equation below that approximates a 

Hessian Matrix [38]: 

 

𝑥𝑘−1 = 𝐱𝑘 − [𝐽𝑇 𝐽 + 𝜇𝐼]−1J𝑇e (3.6) 

  

  

  

3.4. Description of the Bayesian regularization backpropagation algorithm 

 

Bayes' theorem is a conditional probability that can be used to make inverse 

predictions [33,34]. The Bayesian regularization algorithm is a minimization calculus that 

seeks to minimize a direct combination of squared errors and weights [35,36]. It also strives 

to improve the generalization of the qualities of the network by modifying its direct 

combination. These processes are performed in the Levenberg-Marquardt algorithm. Briefly, 

BR is a learning algorithm that utilizes an optimization algorithm which is linear in order to 

refresh weights and bias values. The right combination of squared errors and weights can be 

used to build a network that generalizes well. Minimizing a combination of squared errors 

and weights is the best way to achieve this goal. Yue, Songzheng and Tianshi describe how 

BR includes network weights that are updated in the training objective function given by 

function of F notated as, F(w) in (3.7) [32]. 

𝐹(𝜔) = 𝛼𝐸𝜔 + 𝛽𝐸𝐷 (3.7) 

 The error-distribution function, Ew, is the sum of the network errors and the squared 

network weights. α and β are the parameters of the objective function. Bayes' theorem 

provides a way to calculate the relative importance of two factors. α and β. As shown in 
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(3.8), A and B is connected by their prior which is also called as marginal and subsequent 

which also called as conditional. This operation made in Bayes’ theorem. [33,34]. 

P(A ∣. B) =
P( B ∣. A )P. A)

P(. B. )
 (3.8) 

 

 As seen, the posterior probability of conditional A on B is P (A | B) and the a priori 

probability of conditional B on A is P (B | A). The non-zero probability of previous event B 

serves as a normalization constant. To find the best weight space, you must reduce the target 

function to find its best value. This is like maximizing the posterior probability function, 

which is explained in (3.9). 

 

𝑃(𝛼, 𝛽 ∣ 𝐷, 𝑀) =
𝑃(𝐷 ∣ 𝛼, 𝛽, 𝑀)𝑃(𝛼, 𝛽 ∣ 𝑀)

𝑃(𝐷 ∣ 𝑀)
 

 

(3.9) 

 

 Where P (D | M) is the normalization factor, P (D | M) is the uniform a priori density 

for the regularization parameters, and P (D | α, β, M) is for the probability function of D for 

given α, β,  M. Where D is the weight distribution and M is the unique architecture of the 

neural network. The probability function P (D | α, β, M) is identical to maximizing the 

posterior function P (α, β,  | D, M). With the use of this method, ideal values for are found 

for a specific weight space. The method then moves on to the LM phase, which involves 

updating the weight space and computing the Hessian matrix in order to minimize the 

objective function. When convergence is not attained, the method guesses fresh values for 

and keeps trying until it is [32]. 

 

3.5. Description of the Scaled Conjugate Gradient Backpropagation Algorithm 

 LM and the SCG differ has minor difference. This distinction can be explained by 

the fact that SCG is frequently utilized in low memory situations. Using the basic 

backpropagation method, the weights are dumped in the direction of descent with the 

steepest slope, i.e., H the highest negative gradient. The power function's fastest decreasing 

direction is in this direction. It turns out that the fastest convergence does not always occur 

when the function lowers the most along the gradient's minus side [34]. The conjugate 

gradient algorithms seek a path that, while maintaining the error reduction attained in the 

preceding path, typically delivers a faster convergence than the steepest descent direction. 

All CG algorithms begin their initial search in the steepest descent direction (3.10) [45]. CG 
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algorithms are frequently used in row search. In other words, the step size is determined 

using a linear search strategy rather than using Hessian matrix approximation (3.11). The 

following direction of search is then chosen so that it is conjugated with the preceding 

direction (3.12). The following direction of search is then chosen so that it is conjugated with 

the preceding direction (3.12).  

 

𝑝𝑜 = −𝑔0 

 
(3.10) 

𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑔𝑘 

 
(3.11) 

𝑝𝑘 = −𝑔𝑘 + 𝛽𝑘𝑝𝑘−1 

 
(3.12) 

  

 The various CG algorithms are differentiated by how the factor is computed. A 

technique other than the line search methodology can be used to estimate the step size. The 

model trust region strategy used by LM algorithms and the CG methodology will be 

combined. This technique is known as the SCG approach, and Moller [46] is credited with 

first introducing it to the literature. 

In this technique which is donated as the Hessian matrix approximation. λk and σk 

are the scaling factors to are utilized to approximate Hessian matrix. These scaling factors 

are initialized by the user at the beginning of the process so that 0< λk <10-4 and 0< σk <10-

4. For SCG, the βk factor and new search direction may be given as follows: (Section 3.13, 

3.14, and 3.15. He was completely stunned. I woke him up, like, five minutes ago. According 

to [46] 

In this method, Hessian matrix is estimated as scaling factors are combined to each 

other. Moller [46], explained each step to approximate Hessian matrix as,  

 

𝑠𝑘 =
𝐸′(𝑤𝑘 + 𝜎𝑘𝑝𝑘) − 𝐸′(𝑤𝑘)

𝜎𝑘
+ 𝜆𝑘𝑝𝑘 

 

(3.13) 

𝛽𝑘 =
(|𝑔𝑘+1|2 − 𝑔𝑘+1

𝑇 𝑔𝑘)

𝑔𝑘
𝑇𝑔𝑘

 

 

(3.14) 

𝑝𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑝𝑘 

 
(3.15) 
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4. Building ANN For the Metal-Plate Planar Monopole Antenna 

 

 The related ANN model in this work focuses on estimating antenna dimensions as a 

function of resonant frequency and bandwidth whereas the corresponding ANN models in 

earlier studies, which may be defined as finding the resonance frequency as a function of 

geometric structure. In order to obtain, training set of ANN, EM simulations are carried out 

for the different value of physical dimensions. These physical dimensions also called as 

target values. Target values are created from the physical dimensions of the antenna are built 

according to previous work [18]. The Target values are L, NL and NW. NL and NW are 

procured from 1mm to 24mm with linear step of 2mm, from 0.25mm to 1.25mm step of 

0.25mm, respectively. L is manufactured is manufactured from 25mm to 59mm with linear 

step of 2mm. The length L is chosen so that the antenna covers the L & S bands. The NL 

length was chosen to reach the far end of the antenna. The NW length was chosen to avoid 

EM analyzes being too long. These variables were transferred to the EM simulation and 

analyzed. This operation is called as parametric analysis. The parametric analysis two points 

are emphasized: one is the center of the antenna working frequency spectrum and other is 

the fractional bandwidth of the modelled antenna.  

 Center of the antenna working frequency spectrum and fractional bandwidth is 

named as fc and BW. fc and BW are the input variables of the synthesis stage. The range of 

these target values initially set as Table 1.  

 

Table 1 Initial range of target values 

Variable Start Stop Step 

L 25(mm) 59(mm) 1(mm) 

NW 0.25(mm) 1.25(mm) 0.25(mm) 

NL 1(mm) 24(mm) 2(mm) 

 

 With these target values, result of EM simulations show that unexpected abrupt 

changes occurred at center frequency and bandwidth. Therefore, target set should be 

reorganized with respect to obtain expected frequency and bandwidth results. In order to 

obtain this, curve fitting algorithm is utilized for EM simulation results. The Curve fitting is 

done by using polynomial fitting method. As can be seen from the Figure 4.1, the target 

values are L, NL and NW as named, antenna length, notch length, notch width, respectively 

whereas input variables are fc and BW  
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Figure 4. 1 Synthesis stage of the ANN 

  

These target values are curve fitted with respect to input values fc (center of operating 

frequency) and BW (bandwidth). Table 2 shows range of target values after curve fitting. 

 

Table 2 Range of target values after curve fitting. 

Variable Start Stop Step 

L 25(mm) 59(mm) 1(mm) 

NW 0.25(mm) 1.25(mm) 0.25(mm) 

NL 1(mm) 17(mm) 2(mm) 

 

These range of target values are utilized at EM simulations in order to obtain training 

set of ANN. Training set consists of fc and BW as an input values, L, NL and NW as a target 

values. The size of the initial training set is 1164 different input and target values. The 

example of training set is given in Table 3. 

Table 3 Example training set. 

 

Input Training Data Target Training Data 

fc BW L NL NW 

1.80 44.4 41(mm) 15(mm) 1(mm) 

1.40 50 47(mm) 23(mm) 1.5(mm) 

1.99 44.2 35(mm) 15(mm) 1.25(mm) 

 

 The training set includes center of frequency and bandwidth to corresponding 

length(L), notch length (NL) and notch width(NW) as shown in Figure 4.2 below. 
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Figure 4. 2 Training Data Set Variables 

In order to verify operation of ANN, analysis should be done in the reverse form 

of the synthesize operation. This can be called as analysis stage of the ANN. Analysis 

stage of the ANN can be seen from Figure 4.3. 

 

Figure 4. 3 Analysis stage of the ANN 

 Since, distinct antenna design parameters give the same fc and BW rarely, the dataset 

is chosen by considering the antenna efficiency. The data from the training set is separated 

into three sections in our analysis: 70 percent is utilized for training, and 15 percent is used 

for testing and validation, respectively. This setup is also used in analysis stage. ANN 

prediction accuracy is evaluated a new set that only contains fc and BW values. This dataset 

can be called as test dataset. Test dataset is created randomly from the minimum value to 

maximum value of fc and BW. The test dataset’s input variables are notated as fc’ and BW’, 

the output of the ANN predicted variables are named as L’’, NL’’, NW’’.  The output of the 

EM simulations named as fc-EM and BW-EM. Table 4 shows the EM results of the simulated 

ANN values of the Antenna. 
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Table 4 The EM results of the simulated ANN values of the Antenna 

L’’ NL’’ NW’’ fc -

EM 

fc’ BW-

EM 

BW’ 

41.17 8.32 0.74 1.934 1.927 48 47.58 

42.86 10.59 0.70 1.853 1.820 50.1 47.60 

49.50 11.12 0.73 1.651 1.633 46.5 49.92 

37.50 8.34 0.71 2.156 2.235 49 49.1 

24.17 3.66 0.80 3.408 3.429 62 61.3 

22.89 1.71 0.84 3.549 3.588 64 64.2 

 

The fractional bandwidth BW is calculated as follows [1]: 

 

 

(4.1) 

 Where fh is the operation band's higher frequency, fL is the operating band's lower 

frequency. 

In Table 5, output of the analysis ANN values is compared to each algorithm in terms 

of accuracy. The accuracy is computed for each training algorithm. Accuracy is computed 

as (4.2),  

𝑓𝑐 − Accuracy =
fc −  ANN

fc − Target
𝑥100%     

𝐵W − Accuracy =
BW −  ANN

BW − Target
𝑥100%  

(4.2) 

 

 

Table 5 Accuracy comparison of each algorithm. 

Algorithm fc - 

Accuracy 

BW – Accuracy 

LM 99 98 

SCG 93.91 96.72 

BR 93.89 93.77 
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 One can state that from Table 5, LM has the best accuracy performance among other 

algorithms. Because of that, LM is chosen to apply trained dataset to EM design program. 

The output of the LM algorithm is simulated in EM design program HFSS.  

 The accuracy is 99% for fc and 98% for BW. It can be said that the LM algorithm 

performs quite well when compared to the target values in the EM simulation results. Table 

6 shows the performance of ANN when it is applied to out-of-band. In other words, a new 

test dataset is used to check ANN performance on not trained dataset. Although, as 

mentioned before the ANN is trained by L-band and S-band data, C-band and UHF-band 

frequency spectrum is evaluated by the ANN. The dataset of C-band and UHF-band input 

values are created randomly by MATLAB.  

 

Table 6 The out of band EM results of the simulated ANN values of the antenna 

 

L* NL

* 

N

W* 

fc* BW* fc – EM 

Accuracy 

BW% - EM 

Accuracy 

18.

95 

6.0

6 

0.

7 

4.1 55% 95% 96% 

59.

8188 

35.

93 

0.

25 

0.8 23% 71% 65% 

 

 

 fc* and BW* are the testing datasets to produce ANN output variables which are L*, 

NL* and NW*. The testing datasets are produced to show performance of ANN in C-band 

and UHF-band. The ANN variables are simulated in EM design program HFSS. Then the 

accuracy is calculated. One can claim that, in C-band ANN is successful because of having 

a high accuracy whereas in UHF-band the accuracy is low comparatively low. S11 graph of 

the ANN output simulations of HFSS is given in Figure 4.4. 
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Figure 4. 4 EM Simulation Results of the Values Created By ANN 

 For L’=22.89, NL’=1.71, NW’= 0.84 the predicted fc and BW equal to 1.927, 47.58, 

respectively. As seen, fc and BW equal to 1.934 and 48, respectively. One can claim the EM 

simulation result and desired values are close to each other. Because of that the ANN system 

is successful to predict the antenna. Out of band test of the ANN is also simulated in EM 

environment. The ANN created antenna geometry to apply EM simulation. The Figure 4.5 

shows the out of band test outputs of the ANN.  
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Figure 4. 5 EM Simulation Results of the Out of Band Dataset 

 One can claim from Figure 4.5 and Table 6, the prediction performance decreases 

when the training data set digress from demanded antenna operating frequency band. As can 

be seen from the Figure 4.5, the antenna’s bandwidth is become narrower when the 

frequency decreases. C band antenna has wider bandwidth than UHF band antenna. The 

prediction performance of C band is more successful than UHF band antenna because the 

accuracy of C band antenna equals to %ninety-six whereas UHF band antenna’s accuracy 

equal to %sixty-five. 

 

4.1. ANN Results with Respect to MSE and Regression 

 The neural network learns input data patterns by reading the dataset and doing 

various computations on it. But the neural network does not learn once; it learns again and 

over again, utilizing the input dataset and past trial outcomes this situation leads to proses 

more epoch. Because of that, the ANN processing step takes a lot of times. An epoch is a 

unit of time used to learn from the input dataset. An epoch is a single loop across the whole 

training dataset. Training a neural network usually takes many epochs. Increasing the 

number of epochs does not automatically imply better outcomes from the network. So, via 

trial and error, we select many epochs where the findings remain consistent after a few 

cycles. Numerous iterations are done to reach full epoch. The number of batches or steps 
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through partitioned packets of training data required to complete one epoch is called 

iteration. Design goals and design parameters of the proposed ANN are given at Table 8. 

 

Table 7 ANN desing parameters and their values 

 

Parameter Value Description 

Epochs 1000 Maximum number of 

epochs to train 

Max_Fail 6 Maximum validation 

failures 

Min_grad 1e-7 Minimum 

performance gradient 

mu 0.001 Initial Mu 

Mu_dec 0.1 Mu decrease factor 

Mu_inc 10 Mu increase factor 

Mu_max 10e10 Maximum Mu 

 

 To have more accurate and have shorter ANN session, the input and target variables 

are fitted to each other. This application made neural network is more accurate. To show the 

performance of the neural network system, the Figure 4.10 shows the before of the fitting 

application and Figure 4.11 shows the result of the fitting application. To understand the 

difference of the figures other terms about ANN is determined. 

 Regression is yet another key concept in ANN. To determine the strength and nature 

of a relationship between one dependent variable and a group of other variables, regression 

is a statistical approach that is used in finance, investing, and other industries (known as 

independent variables).  

The hidden neuron is also significant to affect the neural network. Eight hidden neuron 

numbers are picked for this project. This number of hidden neurons is determined by many 

trials. The optimum hidden layer is selected when MSE is low at less epoch. R-values are 

used between the estimated output and actual output in the training, testing, and validation 

data to determine the number of nodes in the hidden layer.  

The input layer has two design parameters, a hidden layer with eighth hidden nodes, 

and a two-node output layer for figure of merit. The R-value refers to the coefficient of 

correlation, which is a statistic that describes the strength of a link between two variables. 

R-value’s formula may be given as follows (4.3) [33]. 
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𝑅 =
𝑛 ∑  𝑦1𝑦2 − (∑  𝑦1)(∑  𝑦2)

√𝑛(∑  𝑦1
2) − (∑  𝑦1)2√𝑛(∑  𝑦2

2) − (∑  𝑦2)2
 (4.3) 

 

The number of data pairs is denoted by the letter n. By varying the number of hidden 

layer nodes from 2 to 15, one may evaluate R-value for training, testing, and validation using 

the entire data set. The model with eight hidden nodes has the greatest R- value for training, 

testing, and validation. The results achieved when eight hidden nodes were employed for 

this ANN model are shown in Figure 4.10 Training, Testing, and Validation Plots of ANN 

fit. These are the charts that show the ANN-estimated outputs (network output) in relation 

to the output values in the training, validation, and test sets (target output). The data must 

align along a 45-degree line to be deemed a perfect fit, which indicates that the network 

outputs are equal to the objectives. As can be seen in Figure 4.10, the fit is reasonable for all 

data sets, with R values of 0.99 or above in each case. If this fit were not good enough, we 

could retrain the network using the 'Retrain' button in the neural network toolbox. The output 

predicted by the fitted-ANN model is shown by the vertical axis in each panel of Figure 5.7, 

while the real output value is represented by the horizontal axis. The four panels in this 

picture, starting from the top-left, correspond to training data, validation data, all data 

combined, and testing data, respectively. If the fit line in any of these plots is near to the 45o 

line, the predictions for the related data are more accurate.  

The ideal outcomes are shown by the dashed line, while the best fit of the output is 

represented by the solid line. The computed R value reflects the connection between the 

ideal fit and the network output. As shown in Figure 4.10, the value is near to one, indicating 

that the network is well-trained, and the amount of error is close to zero. 

 To get better performance, at the Synthesis stage, the input dataset is also fitted. As a 

result of this operation, obtained R value is approached one.  
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Figure 4. 6 Regression graph of Training, Validation and Test parts 

 As seen, before the curve fitting, some variables are far from the slope. This situation 

lowers the R-value. As can be seen at Figure 4.7, the fitting application helped to get R value 

is came closer to one. 
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Figure 4. 7 After the fitting operation Regression graph 

As seen, after the curve fitting operation, the variables come closer to the slope. This 

situation made R value closer to one. Another advantage of the fitting at the Synthesis stage, 

the optimum performance is provided in less epoch. As seen in the Figure 4.12, before the 

fitting, the best validation performance is occurred at epoch 154.  
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Figure 4. 8 Before the fitting operation Mean Squared Error with respect to epoch 

As can be seen in Figure 4.13, the validation performance is occurred epoch fifty with 

less MSE. So, one can claim that if the system reaches the optimum epoch fast, the MSE 

decreases. 
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Figure 4. 9 After the fitting operation Mean Squared Error with respect to epoch 

 One can claim from Figure 4.12 and Figure 4.13, the MSE is decreased when the 

input variables are fitted with respect to target values. On the other hand, epoch number is 

increased. This situation is not expected. The expectation is both epoch number and MSE 

decrease when the input variables are fitted. 
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Table 8 Comparison of the literature and this work in terms of accuracy 

 

Reference Training Algorithm Antenna Type Accuracy (%) 

[13] LM Probe Fed 

Rectangular Patch  

96.68 

[47] SCG Edge Fed 

Rectangular patch 

97.56 

[48] Radial Basis 

Function Network 

Fractal Antenna 98 

[49] LM Circular Fractal 

Antenna 

98.8 

[50] Back Propagation Edge Fed 

Rectangular patch 

97.7 

[51] Genetic Algorithm-

Coupled ANN 

Multi-Slot Hole-

Coupled Microstrip 

Antenna 

98.6 

[52] LM Single-Feed Corner-

Truncated 

Circularly Polarized 

Microstrip Antenna 

98.1 

This Work LM Notched Square 

Monopole Antenna 

99 

 

 As seen at Table 8, proposed ANN algorithm has a better accuracy result with respect 

to compared studies.  

 LM, SCG and BR are the MLP neural network training algorithms. This study also 

required to model the proposed antenna using a non-MLP algorithm. Because of that 

proposed antenna is also applied to Radial Basis Function Network (RBFN) [48]. To see the 

difference between MLP and RBFN training algorithm, LM and RBFN are compared. To 

compare the accuracy of LM and RBFN, the input of the ANN is selected same. For example, 

the input of the ANN is fc’ and BW’ equal to 3.588 and 64.2, respectively. Output of the LM 

algorithm is L’’=22.89, NL’’=1.71, NW’’= 0.84. When these values are applied to EM 

simulation, the resulting values equal to 3.549 and 59 for fc and BW whereas the same input 

values are applied to RBFN, the output of the RBFN is L’’=24.36, NL’’=4.66, NW’’= 0.46. 

These values are applied to EM simulations. The output of the EM simulations equal to 3.18 

for fc and 58.4 for BW. For LM, the accuracy of fc equals to %99.3 and the accuracy of BW 

equals to %ninety-nine. On the other hand, for RBFN, the accuracy of fc equals to %eighty-

nine and the accuracy of BW equals to %90.9. In the Table 9, RBFN The RBFN algorithm 

has been evaluated with different hidden layers. Hidden layer is denoted as HL.  
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Table 9 RBFN output of the different hidden layer 

HL L’’ NL’’ NW’’ fc -

EM 

BW-

EM 

Acc. 

3 23.12 2.65 0.69 3.505 63 97.6 

4 29.12 7.9 0.69 3.095 47.4 86.2 

5 27.93 7.95 0.69 2.925 55 81.4 

6 28.43 8.86 0.69 2.815 53 78.8 

7 28.29 7.55 0.71 2.84 52.8 79.1 

8 24.36 4.66 0.46 3.18 58.4 88.6 

9 26.32 5.06 0.70 3.15 59 87.7 

10 27.17 6.38 0.63 3.04 56.5 84.7 

 

 As seen from the Table 9, RBFN which has the eight hidden layer has the most 

accurate result. LM algorithm is also evaluated with different hidden layer. Table 10 is 

created to show the output of the LM with different hidden layers. 

 

Table 10 Output of the LM with different hidden layers 

HL L’’ NL’’ NW’’ fc -

EM 

BW-

EM 

Acc. 

3 29.54 8.72 0.69 3.449 3.588 97.6 

4 23.76 3.42 0.70 3.355 60.5 93.5 

5 23.95 3.15 0.67 3.435 62.5 95.7 

6 24.45 2.29 0.65 3.32 60.2 92.5 

7 25.48 3.69 0.67 3.21 57.9 89.4 

8 22.89 1.71 0.84 3.549 64 99.3 

9 24.41 1.98 0.64 3.335 59 92.9 

10 19.57 6.91 0.82 4.07 55 88.1 

 

 As can see from the Table 10, LM which has the eight hidden layer has the most 

accurate result. Because of that LM which has eight hidden layer and RBFN which has three 

hidden layers are selected to compare LM and RBFN accuracy performance. At the Table 

11 comparison of the LM and RBFN is given. 
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Table 11 Comparison of the LM and RBFN 

Algorithm L’’ NL’’ NW’’ fc -

EM 

fc’ BW-

EM 

BW’ 

LM 22.89 1.71 0.84 3.449 3.588 64 64.2 

RBFN 29.54 8.72 0.69 3.449 3.588 64 64.2 

 

 As given in Table 8 and Table 9, LM is more accurate when eight hidden layer is 

used. On the other hand, RBFN is faster than the LM training algorithms. Figure 4.10 shows 

the EM results of the antennas which are implemented by RBFN and LM. 

 

Figure 4. 10 EM results of the antennas which are implemented by RBFN and LM 

 

As seen, the antenna which is produced by LM has the dimensions of L’’=22.89, 

NL’’=1.71, NW’’= 0.84 showed wider bandwidth performance. Also, these results are closer 

to desired fc and BW.  
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5. Fabrication and Measurement 

 

 In order to compare the simulation studies and fabrication results, notched Square 

Monopole Antenna designed within the scope of this thesis is manufactured. Three notched 

square monopole antenna is produced. These are UHF band, S band and L band antenna.  

 

5.1. Notched Square Monopole Antenna Fabrication and Measurement 

 Within the scope of this thesis, antenna production was made in order to compare 

with simulation studies. The measurements of these antennas were first simulated in HFSS, 

the measurements obtained from the ANN. Then, the dimensions of the design were sent to 

the laser cutting manufacturer. The material constituting the antenna is determined as brass. 

Because brass is the best solder holding material. Figure 5.1 shows the radiating element of 

the antenna. 

 

 

Figure 5. 1 The radiating element of the antenna 
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 Figure 5.2 shows radiating element is connected to SMA connector.  At the soldering 

operation, the brazing machines’ temperature should be higher than 450oC, because the brass 

cools down extremely fast. This situation makes soldering operation hard. Moreover, to have 

a better soldering performance, the brass is sanded. On the other hand, the SMA connector 

model can be selected to apply a planar antenna. In this work, panel mount type SMA 

connector is used.  

 

Figure 5. 2 Radiating element is connected to SMA connector 

 The antenna is evaluated by network analyzer indoor environment. The network 

analyzer is calibrated 1 GHz to 4 GHz by 1 MHz steps. The network analyzer is calibrated 

by matched load, short and open loads. The antenna is measured by low loss coaxial cable 

which has 0.1dB/m attenuation. 
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Figure 5.3 shows the antenna is evaluated by network analyzer with ground plane. 

 

Figure 5. 3 The antenna is evaluated by network analyzer with ground plane 
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 To understand the accuracy of the manufactured antenna and simulated antenna, the 

S11 result is given. S band antenna measurement and simulation result is given below as can 

be seen from Figure 5.4.  

 

Figure 5. 4 S band antenna measurement and simulation result 

As seen, manufactured antenna has wider bandwidth compared to simulated antenna. 

This is because of sometimes manufacturing techniques make defects. On the other hand, in 

this production, due to coating of the ground plane boosted antenna’s performance. L band 

antenna measurement and simulation result is given below as can be seen from Figure 5.5.  

 

Figure 5. 5 L band antenna measurement and simulation result 
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As seen, there is a dramatic frequency shift in L band antenna. This situation is 

happened due to the soldering radiator to SMA connector was not effective. The gap between 

radiator and ground plane is not equal to designed model. 

UHF band antenna is also manufactured. UHF band antenna measurement and 

simulation result is given below as can be seen from Figure 5.6.  

 

Figure 5. 6 UHF band antenna measurement and simulation result 

One can claim that measured and simulated S11 values are really close to each other. 

ANN is manufactured antennas overlaps accurately to their measured and simulated results. 

There are minimal problems that are can be fixed next manufacturing.  
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6. CONCLUSION 

 

 In this thesis, artificial neural network is proposed for designing notched metal-plate 

square monopole antenna. S-parameter quantities such as center of frequency and bandwidth 

are the input values to predict antenna design parameters. In this antenna design produce, 

notches are used to increase Q value to have a wider bandwidth. ANN system is consisting 

of the two parts that are synthesis and analysis. The forward side of the ANN process is 

known as synthesis, while the reverse side is defined as analysis. Because the analysis ANN 

network is regarded the final stage of the ANN, the data acquired by reversing the input-

output data of the synthesis network determines the parameters of the analysis ANN 

network. As a result, using LM, one may determine the geometric dimensions of the antenna, 

the length of the notch, and the width of the notch with great precision. The simulation results 

suggest that the generated ANN models are accurate and dependable, and that they may 

significantly reduce antenna design process. It is also shown that it can generalize and predict 

accurate model parameters for data that is not in the training set. Finally, antenna parameters 

are grouped to make contact between antenna design parameters and S-parameter results. It 

can be said that while length of the antenna is the most important quantity to tune the antenna 

frequency spectrum, length of the notch and width of the notch could be used to optimize 

antenna bandwidth. This study also required to model the proposed antenna using a non-

MLP algorithm. Therefore, proposed antenna is also applied to Radial Basis Function 

Network (RBFN). The hidden layer of the training algorithms is chosen by iterations. The 

amount of the hidden layer is chosen which has the most accurate EM result. 

 In future studies, like this antenna, a dual-band notched metal-plate square monopole 

antenna can be designed using ANN. Also proposed ANN system can be used to tune the 

antennas’ far-field performance. 
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